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Support vector Objective: To improve the performance of gene extraction for cancer diagnosis by
machines; recursive feature elimination with support vector machines (RFE-SVMs): A cancer
Gene selection; diagnosis by using the DNA microarray data faces many challenges the most serious
Feature selection one being the presence of thousands of genes and only several dozens (at the best) of

patient’s samples. Thus, making any kind of classification in high-dimensional spaces
from a limited number of data is both an extremely difficult and a prone to an error
procedure. The improved RFE-SVMs is introduced and used here for an elimination of
less relevant genes and just for a reduction of the overall number of genes used in a
medical diagnostic.

Methods: The paper shows why and how the, usually neglected, penalty parameter C
and some standard data preprocessing techniques (normalizing and scaling) influence
classification results and the gene selection of RFE-SVMs. The gene selected by RFE-
SVMs is compared with eight other gene selection algorithms implemented in the
Rankgene software to investigate whether there is any consensus among the algo-
rithms, so the scope of finding the right set of genes can be reduced.

Results: The improved RFE-SVMs is applied on the two benchmarking colon and
lymphoma cancer data sets with various C parameters and different standard pre-
processing techniques. Here, decreasing C leads to the smaller diagnosis error in
comparisons to other known methods applied to the benchmarking data sets. With an
appropriate parameter C and with a proper preprocessing procedure, the reduction in
a diagnosis error is as high as 36%.

Conclusions: The results suggest that with a properly chosen parameter C, the
extracted genes and the constructed classifier will ensure less overfitting of the training
data leading to an increased accuracy in selecting relevant genes. Finally, comparisonin
gene ranking obtained by different algorithms shows that there is a significant consensus
among the various algorithms as to which set of genes is relevant.
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1. Introduction

Recently, huge advances in DNA microarrays have
allowed the scientist to test thousands of genes in
normal or tumor tissues on a single array and check
whether those genes are active, hyperactive or
silent. Therefore, there is an increasing interest
in changing the criterion of tumor classification from
morphologic to molecular [1]. In this perspective,
the problem can be regarded as a classification
problem in machine learning, in which the class of
a tumor tissue with a feature vector x is determined
by a classifier. Each dimension, or a feature, in x
holds the expression value of a particular gene,
which is obtained from DNA microarray experiment.
The classifier is constructed by inputting [ feature
vectors of known tumor tissues into machine learn-
ing algorithms. To construct an accurate and reli-
able classifier with every gene included is not a
straightforward task due to the fact that in the
practice a number of tissue samples available for
training is much less (a few dozens) than the number
of features (a few thousands). In such a case, the
classification space is extremely empty and it is
difficult to construct a classifier that generalizes
well. Therefore, there is a need to select a handful
of most decisive genes in order to shrink the classi-
fication space and to improve the performance.
Support vector machines (SVMs) are one of the latest
developments in statistical learning theory and they
have been shown to perform very well in many areas
of biological analysis including evaluating microar-
ray expression, detecting remote protein homolo-
gies, and recognizing translation initiation sites.
More recently, SVMs-based feature selection algo-
rithms dubbed, recursive feature elimination with
support vector machines (RFE-SVMs) have been
introduced and applied to a gene selection for a
cancer classification. In this paper, we improve RFE-
SVMs by working on two, often neglected, aspects of
the algorithm implementation, which may affect
the overall performance of the RFE-SVMs. They
are the selection of a proper value for the hyper-
parameter C and the preprocessing of the micro-
array data. The C parameter plays an important role
for SVMs in preventing an overfitting but its effects
on the performance of RFE-SVMs are still unex-
plored. In terms of the microarray data preproces-
sing, we will only focus on the part after the gene
expressions have been calculated for each array. We
also try to investigate whether the gene selection
algorithms can assist biologists in finding the right
set of genes by comparing the genes selected by
different types of algorithms implemented within
the Rankgene software [2]. The paper is organized
as follows: In Section 2, we review SVM-RFE and

some prior work in this area. The results on the
influence of the C parameter on a correct selection
of relevant features are presented in Section 3.
Section 4 shows the results of a genes’ selection
for two medical data sets (colon cancer and lym-
phoma data set) and discusses the preprocessing for
microarrays. Finally, detailed comparisons between
genes selected by RFE-SVMs and by eight other
different approaches implemented within the Rank-
gene software are presented in Section 5.

2. Prior work
2.1. Support vector machines

The support vector machine classifier is based on the
idea of margin maximization and it can be found by
solving the following optimization problem [3].
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The decision function for linear SVMs is given as
f(x) =w'x +b. In this formulation, we have the
training data set {x;, y3i=1, ..., [, where x; e R"
are the training data points or the tissue sample
vectors, y; are the class labels, [ is the number of
samples and n is the number of genes measured in
each sample. By solving the optimization problem
(1) i.e., by finding the parameters w and b for a
given training set, we are effectively designing a
decision hyperplane over an n dimensional input
space that produces the maximal margin in the
space. Generally, the optimization problem (1) is
solved by changing it into the dual problem below:
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In this setting, one needs to maximize the dual
objective function L4(a) with respect to the dual
variables «; only. The equality constraint (2c) can be
eliminated by adding a constant of 1 to all the
entries of the kernel matrix as suggested in [4,5].
Hence, the dual objective becomes:
l !
1

max Ld(a) = ;af — ii;yfyja,-aj(xij —+ 1) (Zd)
subject only to the box constraints 0 < «; < C. The
optimization problem can be solved by various
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established techniques for solving general quadratic
programming problems with inequality constraints.

2.2. Recursive feature elimination with
support vector machines

The idea of using the maximal margin for gene selec-
tion was first proposed in [6] and it was achieved by
coupling recursive features elimination with linear
SVMs to find a subset of genes that maximizes the
performance of the classifiers. In a linear SVM, the
decision function is given as f(x)=w'x+b or
f(X) = >_p_s WkXk + b. For a given feature xy, the
size of the absolute value of its weight wy shows how
significantly does x, contribute to the margin of the
linear SVMs and to the output of a linear classifier.
Hence, it is used as a feature-ranking coefficient in
RFE-SVMs. In the original RFE-SVMs, the algorithm
first starts constructing a linear SVMs classifier from
the microarray data with n number of genes, then the
gene with the smallest w? is removed and another
classifier is trained on the remaining n — 1 genes. This
process is repeated until there is only one gene left. A
gene ranking is produced at the end from the order of
each gene being removed and the most relevant gene
will be the one that is left at the end. However, for
computational reasons, the algorithm is often imple-
mented in such a way that several features are
reduced at a time. In such a case, the method pro-
duces a feature subset ranking, as opposed to a
feature ranking. Therefore, each feature in a subset
may not be very relevant individually, and it is the
feature subset that is optimal in some sense [6].

2.3. Selection bias and how to avoid it

As shown in [6], the leave-one-out error rate of RFE-
SVMs can reach as low as zero percent with only 16
genes on the well-known colon cancer data set from
[7]. However, as it was later pointed out in [1], the
simulation results in [6] did not take selection bias
into account. The leave-one-out error presented in
[6] was measured using the classifier constructed
from the subset of genes that were selected by RFE-
SVMs using the complete data set. It gives too
optimistic an assessment of the true prediction
error, because the error is calculated internally.
To take the selection bias into account, one needs
to apply the gene selection and the learning algo-
rithm on a training set to develop a classifier, and
only then to perform an external cross-validation on
a test set that had not been seen during the selec-
tion stage on a training data set. As shownin [1], the
selection bias can be quite significant and the test
error that is based on 50% training and 50% test can
be as high as 17.5% for the colon cancer data set.

Another important observation from [1] is that there
are no significant improvements when the number of
genes used for constructing the classifier is reduced:
the prediction errors are relatively constant until
approximately 64 or so genes. These observations
indicate that the performance and the usefulness of
RFE-SVMs may be in question. However, the influ-
ence of the parameter C was neglected in [1] which
restricts the results obtained. As a major part of this
work, we further investigate the problem by chan-
ging (reducing) the parameter C in RFE-SVMs, in
order to explore and to show the full potentials of
RFE-SVMs.

3. Influence of the parameter C in
RFE-SVMs

The formulation in (1) is often referred to as the
“soft’” margin SVMs, because the margin is softened
and the softness of the margin is controlled by the C
parameter. If C is infinitely large, or larger then the
biggest «; calculated, the margin is basically ‘hard’
i.e., no points in the training data can be within or
on the wrong side of the margin.

If C is smaller than the biggest original «;, the
margin is ‘soft’ one. As seen from (2b) all the o; > C
will be constrained to «; = C and corresponding data
points will be inside, or on the wrong side of, the
margin. In the most of the work related to RFE-SVMs
(e.g. [6,8]), the C parameter is set to a number that
is sufficiently larger than the maximal «;, i.e., a hard
margin SVM is implemented within such an RFE-SVMs
model. Consequently, it has been reported that the
performance of RFE-SVMs is insensitive to the para-
meter C. However, Fig. 1 shows how C may influence
the selection of more relevant features in a toy
example where the two classes (stars * and pluses
+) can be perfectly separated in a feature 2 direc-
tion only. In other words, the feature 1 is irrelevant
for a perfect classification here. Note in the right
hand side plot that a decrease in C, i.e., a con-
straining of the dual variables «;=C, leads to a
moving of some data within the margin. However,
at the same time this helps in detecting the more
relevant feature, which is an input 2 here.

4. Gene selection for the colon cancer
and the lymphoma data sets

4.1. Results for various C parameters

In this section, we present the selection of relevant
genes for the two known data set in the gene
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Linear SVMs classification, C = 0.025
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A toy example shows how C may be influential in a feature selection. With C equal to 10,000, both features

seem to be equally important according to the feature ranking coefficients (namely, wy = w;). With C = 0.025, a request
for both a maximal and a ‘hard’ margin is relaxed and the feature 2 becomes more relevant than feature 1, because w; is
larger than wy (wz/wy = 73). While the former choice C = 10,000 enforces the largest margin and all data to be outside it,
the later one (C = 0.025) enforces the feature ‘relevance’ and gives better separation boundary because the two classes

can be perfectly separated in a feature 2 direction only.

microarray literature. The colon data set was ana-
lyzed initially in [7] and the lymphoma data was first
analyzed in [9]. The colon data set is composed of 62
samples (22 normal and 40 cancerous) with 2000
genes’ expressions in each sample. The training and
the test sets are obtained by splitting the dataset
into two equal groups of 31 elements, while ensuring
each group has 11 normal and 20 cancerous tissues.
The RFE-SVMs is only applied on the training set to
select relevant genes and to develop classifiers, and
then the classifiers are used on the test set to
estimate the error rate of the algorithms. Fifty trails
were carried out with random split for estimating
the test error rate. A simple preprocessing step is
performed on the colon data set to make sure each
sample is treated equally and to reduce the array
effects. Standardization is achieved by normalizing
each sample to the one with zero mean and with a
standard deviation of one. To speed up the gene
selection process, 25% of the genes are removed at
each step until less than 100 genes remained still to
be ranked. Then the genes are removed one at a
time. The simulation results for the colon data set
are shown in Fig. 2.

The Ambroise and McLachlan’s curve in Fig. 2 is
directly taken from [1], and it is unclear what C
value is used in this paper. By comparing the error
rates for various C parameters, it is clear that
changing the parameter C has significant influence
on the performance of RFE-SVMs in this data set. The
error rate is reduced from previously 17.5% as
reported in [1] to 11.16% (a reduction of 36%) when
Cis equal to 0.005. For C = 0.01, the gene selection
procedure improves the performance of the classi-
fier: this trend can be observed by looking at the
error rate reduction from initially around 15% at
2000 genes to 11.9% with 2° genes. Similar trend can
be observed when C =0.005, but the error rate
reduction is not as significant as in the previous
case. This is due to the fact that the error rate of
the linear SVMs with C = 0.005 is already low, when
all the genes are used. This also demonstrates that
tuning the C parameter can reduce the amount of
over-fitting on the training data even in such a high
dimensional space with small number of samples. A
preliminary comparison between RFE-SVMs and the
well-known nearest shrunken centroid from [10] is
made on the colon cancer data set and the lowest
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Figure 2 Simulation result on the colon cancer data set with various C parameters. The error bar represents the 95%

confident interval.

error rate presented here from RFE-SVMs (11.16% at
C =0.005) is lower than the nearest shrunken cen-
troid method (13.45%). Note that the minimal error
rate here is 11.16% and this coincides with the
suggestion in [1] that there are some wrongly
labeled data in the training data set. This makes
colon cancer data more difficult to classify than the
lymphoma data set presented next.

In terms of the gene selected, comparison can
be made between Tables 1 and 4a to show the
difference between C = 0.005 and 0.01. Except for
the first gene in the table, the rank of all the
other genes is different. However, seven genes

are selected into the top 10 genes by both settings
of RFE-SVMs.

The second benchmarking data set is the lym-
phoma data set first analyzed in [9]. This version of
the lymphoma data set is also same as the one used
in [11]. It is composed of 62 samples (42 diffuse large
B-cell (DLCL), 8 follicular lymphoma (FL) and 12
chronic lymphocytic lymphoma (CL)) with 4026
genes expressions in each sample. This is a multi-
class problem and the data set is spilt into 31 data
pairs for training and 31 pairs for testing. Each part
has 21 samples belonging to DLCL, four belonging to
FL and six belonging to CLL. The simulation results

Table 1 Colon cancer data, RFE-SVMs’ top 10 genes for C = 0.005

Ranking GAN? Description
1 J02854 Myosin regulatory light chain 2
2 X86693 Homo sapiens mRNA for hevin like protein
3 H06524 Gelsolin precursor, plasma (human)
4 M36634 Human vasoactive intestinal peptide (VIP) mRNA, complete cds
5 M76378 Human cysteine-rich protein (CRP) gene, exons 5 and 6
6 M63391 Human desmin gene, complete cds
7 R87126 Myosin heavy chain, nonmuscle (Gallus gallus)
8 T92451 Tropomyosin, fibroblast and epithelial muscle-type (human)
9 T47377 S-100p protein (human)
10 750753 H. sapiens mRNA for GCAP-Il/uroguanylin precursor

Genes are ranked in order of decreasing importance.
& Gene accession number.
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Figure 3 Simulation results on the lymphoma data set with various C parameters.

are shown in Fig. 3. As shown in Fig. 3, there is not
too much difference in terms of the lowest error

4.2. Simulation results with different
preprocessing procedure

rate between the larger C values and the smaller

ones, and all the models have approximately 2%
error rate. In this case, the choice of C parameter
does not influence the performance very much. This
may be due to the fact that this data set is an easy
one and that it may be a relatively simple problem
to perform the separation between different classes
disregarding the true value of parameter C. The top
10 genes for the lymphoma data set selected by RFE-

SVMs are listed in Table 2.

As mentioned previously, we are also interested in
the preprocessing of gene expressions after they had
been obtained via procedures such as the one imple-
mented in affymetrix microarray suit (MAS) for affy-
metrix array. A very common preprocessing step
before inputting the training data into various
machine learning algorithms, or statistical methods,
is to normalize each feature vector. In this way
each feature (or gene here) has mean of zero and

Table 2 Lymphoma data, RFE-SVMs’ top 10 genes for C = 0.01

Ranking GAN? Description
1 GENE1636X Osteonectin = SPARC = basement membrane protein;
clone = 487878
2 GENE1610X Unknown; clone = 711756
3 GENE1637X Fibronectin 1; clone = 139009
4 GENE1635X Fibronectin 1; clone = 139009
5 GENE2328X FGR tyrosine kinase; clone = 347751
6 GENE263X Similar to HUEMAP = homolog of echinoderm microtubule
associated protein (EMAP); clone = 1354294
7 GENE1648X Cathepsin B; clone = 261517
8 GENE1609X Mig = humig = chemokine targeting T cells; clone = 8
9 GENE3320X Similar to HUEMAP = homolog of echinoderm microtubule
associated protein clone = 1354294
10 GENE1641X

Cathepsin B; clone = 261517

Genes are ranked in order of decreasing importance.
& Gene accession number.
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Figure 4 Effect of different preprocessing procedures on the gene ranking for colon cancer data set. The genes are
ranked in the order of decreasing importance. The gene with ranking 1 is the most relevant gene.

standard deviation of one in the data set. In a
microarray analysis, it is common to normalize the
sample vector so that the array effect is minimized
i.e., each sample has mean of zero and standard
deviation of one. In this section, we investigate two
straightforward preprocessing procedures and com-
pare their results using the colon cancer data set. In
the first preprocessing procedure, we first take log of
all the expressions to obtain the log expressions and
then we normalize all the sample vectors in the data
set in order to have the zero mean and standard
deviation of one. This procedure is referred to as the
sample normalization. For the second preprocessing
procedure, we perform the same sample normal-
ization to the complete data first and then a feature
normalization step to all the features in the data set
follows. In order to perform feature normalization
without the selection bias for a given feature, we
first subtract the mean expression of the feature
(calculated from the training data) from all the
expression values of the feature in the complete
data set. Then we divide all the expression values
of the feature in the complete data set by the
standard deviation of the feature, which is also
calculated from the training data. Consequently,
the mean and the standard deviation of the feature
within the training data will be zero after the feature
normalization, but the mean and the standard devia-
tion of the feature for the complete data set will not
equal zero. The second procedure, which will be

referred to as the sample and feature normalization,
is very similar to the one in [6] except that we did not
pass the data through a squashing function. To test
these two procedures, we use the same setting as in
the previous section i.e., 50 random splits of 50%
training data and 50% testing ones.

In Fig. 4, we compare the gene rankings when two
different preprocessing procedures are implemen-
ted. In the figure, the standard deviation of each
gene’s log expression (calculated from the complete
data set without sample or feature normalization) is
plotted on the vertical axis, and their respective
gene ranking from RFE-SVMs is plotted on the hor-
izontal axis.

The top graph shows the result with the first
preprocessing procedure. Interestingly, the gene
with higher standard deviation tends to have higher
ranking. This trend suggests that RFE-SVMs with
sample normalization will likely pick up genes with
expression that vary more across the samples. This
fits well with the assumption that a gene is less
relevant if its expression does not vary much across
the complete data set. Such a general trend cannot
be observed in the bottom graph (where a sample
and the feature normalization are applied) and
there is no connection between the standard devia-
tion of the gene and gene ranking. This phenomenon
may be due to the fact that the feature normal-
ization step in the second preprocessing procedure
will ensure that each gene has the same standard
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Table 3 Colon cancer data, RFE-SVMs’ top 10 genes for C = 0.005 for both sample and feature vectors normalization

Ranking GAN? Description
1 R39681 Eukaryotic initiation factor 4 gamma (H. sapiens)
2 R87126 Myosin heavy chain, nonmuscle (G. gallus)
3 H20709 Myosin light chain alkali, smooth-muscle isoform (human)
4 H06524 Gelsolin precursor, plasma (human)
5 H49870 Mad protein (H. sapiens)
6 R88740 ATP synthase coupling factor 6, mitochondrial precursor (human)
7 J02854 Myosin regulatory light chain 2, smooth muscle isoform (human,
contains element TAR 1 repetitive element)
8 M63391 Human desmin gene, complete cds
9 H09273 Putative 118.2 kd transcriptional regulatory protein in ACS51-PTAT1
intergenic region (Saccharomyces cerevisiae)
10 X12369 Tropomyosin alpha chain, smooth muscle (human)

Genes are ranked in order of decreasing importance.
& Gene accession number.

deviation. Hence, a gene with higher standard
deviation originally will no longer be advantageous
over a gene having a smaller standard deviation. In
Table 3, the top 10 genes selected by C =0.005 for
both sample and feature vectors normalization are
presented. By comparing Tables 1 and 3, it is clear
that the two preprocessing steps discussed here
produced two different rankings and only five of
the top 10 genes are selected by both preprocessing
steps. This supports the trend that is observed in
Fig. 4.

A general practice for producing good results with
SVMEs is to normalize each input (feature) to the one
with mean zero and standard deviation of one as in
the feature normalization step. However, in this
case, this simple rule does not perform as well as
expected: the error rate of applying both sample
and feature normalization is higher than when only
the sample normalization is performed. This phe-
nomenon may be due to the fact that the feature
normalization step in the second preprocessing pro-
cedure filters out the information about the spread
of the expression for each gene as discussed pre-

viously and this information is helpful for selecting
the relevant gene and classification.

5. Comparison of gene ranking with
different algorithms

Now, we compare the gene ranking from RFE-SVMs
with eight different algorithms implemented within
the Rankgene software [2]. (Rankgene incorporates
eight different methods to produce genes’ ranking,
including information gain, twoing rule, sum minority,
max minority, gini index, sum of variances, t-statistic
and one-dimensional SVMs.) We combine all the eight
different genes’ rankings from Rankgene into a single
ranking and compared it with an RFE-SVMs ranking.
Table 4a shows the top 10 genes from the RFE-SVMs
genes’ ranking for C = 0.01. Genes printed in italics
have been selected by the Rankgene too.

Although the genes have been ranked differently,
six out of the top 10 genes selected by RFE-SVMs
have also been selected within the top 10 genes
by the Rankgene package as shown in Table 4a.

Table 4a Colon cancer data, RFE-SVMs’ top 10 genes with C = 0.01

Ranking GAN? Description

1 J02854° Myosin regulatory light chain 2

2 H06524 Gelsolin precursor, plasma (human)

3 R87126° Myosin heavy chain, nonmuscle (G. gallus)

4 M63391° Human desmin gene, complete cds

5 X86693 H. sapiens mRNA for hevin like protein

6 M76378° Human cysteine-rich protein (CRP) gene, exons 5 and 6

7 T92451° Tropomyosin, fibroblast and epithelial muscle-type (human)

8 750753° H.sapiens mRNA for GCAP-II/uroguanylin precursor

9 M31994 Human cytosolic aldehyde dehydrogenase (ALDH1) gene, exon 13
10 M36634 Human vasoactive intestinal peptide (VIP) mRNA, complete cds

Genes are ranked in order of decreasing importance.
& Gene accession number.

® The genes names have been picked up by the Rankgene software within its top 10 genes.
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Table 5 The 10 genes selected by RFE-SVMs and eight other different methods implemented in Rankgene software

within their respective top 100 genes

Avg ranking? GANP Description
2.3 M76378 Human cysteine-rich protein (CRP) gene, exons 5 and 6
13.5 M63391 Human desmin gene, complete cds
27.2 750753 H. sapiens mRNA for GCAP-Il/uroguanylin precursor
28.1 T60155 Actin, aortic smooth muscle (human)
5.7 R87126 Myosin heavy chain, nonmuscle (G. gallus)
7.5 M76378 Human cysteine-rich protein (CRP) gene, exons 5 and 6
15.7 T92451 Tropomyosin, fibroblast and epithelial muscle-type (human)
21.3 H43887 Complement factor D precursor (H. sapiens)
6.9 J02854 Myosin regulator light chain 2, smooth muscle isoform (human)
31.3 M36634 Human vasoactive intestinal peptide (VIP) mRNA, complete cds

@ Average ranking of genes in nine different methods.
b Gene accession number.

Table 4b Colon cancer data. Top seven genes listed in [6]

Ranking GAN? Description

1 H08393 Collagen alpha 2(XI) chain (H. sapiens)

2 M59040 Human cell adhesion molecule (CD44) mRNA, complete cds

3 T94579 Human chitotriosidase precursor mRNA, complete cds

4 H81558 Procyclic form specific polypeptide B1-alpha precursor (Trypanosoma brucei brucei)
5 R88740 ATP synthase coupling factor 6, mitochondrial precursor (human)

6 T62947 60s ribosomal protein L25 (Arabidopsis thaliana)

7 H64807 Placental folate transporter (H. sapiens)

2 Gene accession number.

This means that there is still a great deal of con-
sensus on the genes’ relevancy obtained by different
ranking methods. This may help in narrowing down
the scope of the search for the most relevant set of
genes.

On the other hand, in Table 4b the top seven
genes listed in [6] are shown and there is only one
gene overlapped with the top 10 genes from the
Rankgene package. Also, only the gene ATP synthase
listed in [6] was selected by RFE-SVMs method as
shown in Table 3. Furthermore, we found that only
10 genes have been selected by all nine methods
(namely by the RFE and by eight different methods
implemented in the Rankgene software) within their
respective top 100 genes. They are listed in Table 5.
The average ranking of these 10 genes shows that
only the top ranked genes are overlapped and that
they are more likely to be selected by all the
different methods. This strongly suggests that the
10 listed genes may be very relevant in an investiga-
tion of a colon cancer.

6. Conclusions
We presented the performance of improved RFE-

SVMs algorithm for genes extraction in diagnosing
two different types of cancers. Why and how is this

improvement achieved by using different values for
the C parameter was discussed in detail. With a
properly chosen parameter C, the extracted genes
and the constructed classifier will ensure less over-
fitting of the training data leading to an increased
accuracy in selecting relevant genes. These effects
are more remarkable in a more difficult data set
such as colon cancer data. The simulation results
also suggest that the classifier performs better in
the reduced gene spaces selected by RFE-SVMs than
in the complete 2000 dimensional gene space. This
is a good indication that RFE-SVMs can select rele-
vant genes, which can help in the diagnosis and in
the biological analysis of both the genes’ relevancy
and their function. In terms of the raw data pre-
processing, it is clear that the performance of RFE-
SVMs can also vary with different preprocessing
steps. In the colon cancer data set, we found that
normalizing only the sample vector produces
better result. The comparison of genes’ rankings
obtained by the RFE-SVMs and by the Rankgene
software package (which implements eight differ-
ent methods for a gene selection) shows that there is
a great deal of consensus on genes’ relevancy. This
may help in narrowing down the scope of search for
the set of ‘optimal’ genes using machine-learning
techniques. Finally, the results in this work are
developed from a more machine learning and data
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mining perspective, meaning unrelated to any valu-
able insight from a biology and medicine. Thus,
there is a need for a tighter cooperation between
the biologists and/or medical experts and data
miners in all the future investigations. The basic
result of this synergy should be giving the meaning to
all the findings presented and in this way ensuring a
more reliable guidance for the future research.
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